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Sensory analysis: Characterization of products by using uni and multidimensional approach
I    Description of data

II   Unidimentionnal analysis
III  Multidimentionnal analysis

Introduction :
Characterization of products has two main goals:
· To characterize the products with numeric variables. 
· To classify the variables which best characterize the products. 
I  Description of data

We used a data frame which contains:
-12 orange juices

-12 panelists (Students)

-2 sessions 

-10 attributes (sweet, pulpous, color intensity, sour, bitter, attack intensity, taste typicity, taste, smell, smell intensity)

For each attribute each panel gave a score between 0 and 10.
The design is a complete and balance for the rank and the carry-over effects. 
II   Unidimentionnal analysis

R code for visualisation of data:
x11()

boxprod(jus0506, col.p = 7, firstvar = 9, numr = 2, numc = 2)
In order to visualize the data for each attribute, you can print the boxplots. It’s also useful to be sure that there is no mistake in the dataframe.
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In this example, the observation of the boxplots shows that the attribute “pulpous” seems to be very discriminating, whereas the attribute “bitter” is not. When you look at all the boxplots, you can see that the attribute pulpous is the only one which seems to be very discriminatory. But to make sure of witch attribute is significantly discriminatory, it is better to realize a variance analysis.

R code for an analysis of variance:
model (AOV): " attribute = product +  panelist + session + interactions "
res<-decat(jus0506,formul="~produit*numero_juge*seance-produit:numero_juge:seance", firstvar = 9, proba=1, graph = TRUE)
barrow(t(res$tabT), numr = 3, numc = 3)

barrow(res$coeff, color = "orange")

Based on analysis of variance the “decat” method characterizes the products with all the attributes.

When the bars of the barplot are upper or lower than two standard deviations that means that this product is significantly discriminated by this attribute.

The “decat” function does  an analysis of  variance with the following model for each attribute.  
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Model:  attribute = product + panelist + session + interactions.
In this example, the 5th product is not characterized by any attributes. On contrary the 12th is characterized by pulpous (a low content of pulp) and by its low scores for the global appreciation.

Those results are also summarized in the following frame.
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The decat method also gives this frame of adjusted mean by product. 
The mean of each attribute by product is compared to the general mean, and the color shows if the mean is significant (based on the P-value):

· under the global mean (pink)

· upper the global mean (blue)

In this example, we can characterize a product:  

The product number 12 is significantly characterized by high marks for the attributes "Bitter", "Sour", "attack intensity" and significantly characterized by low means for the attributes "color intensity", "pulpous", "Odor intensity", "typicity of the orange taste", "sweet", "Global appreciation". This juice can be characterized as a “strong” one, and is not really liked by panelists.   

Based on this frame, we can also group products by vague categories: 

The orange juices 1, 11, 3 and 10 are globally characterized by a huge typicity of the orange taste, a good global appreciation, a hight sweetie taste, are very pulpous and on the contrary a low bitterness and a pale color : Those are globally “sweet” juices, and they are quite liked by the panelists.

The orange juices 7, 2, 8, 6 and 9 are characterized by intermediate values for quite all the attributes. They are intermediate juice, and they are liked by panelist but not as much as “sweet” juices.  

The orange juices 5, 12 and 4 are, on the contrary of the first group, characterized by a low typicity of orange taste, a low global appreciation, a not very sweety taste, a low amount of pulpous, and on the contrary a high attack intensity, a high bitterness, acidity and a deep color. Those are stong juices, and they the ones with the lower global appreciation.
To conclude with this frame the panellists don’t like “hard juice”, and that they prefer sweeter one.

The decat function can also create, just by adding some R code, some graphics of others results that was created.
R code to add:

barrow(t(res$tabT), numr = 3, numc = 3)

[image: image3.emf]123456789101112

intensité_couleur

-10

-5

0

5

10

123456789101112

O.Intensité

-10

-5

0

5

10

123456789101112

O.Appréciation

-10

-5

0

5

10

123456789101112

Intensité.Attaque

-10

-5

0

5

10

123456789101112

Sucree

-10

-5

0

5

10

123456789101112

Acide

-10

-5

0

5

10

123456789101112

Amere

-10

-5

0

5

10

123456789101112

Pulpeux

-10

-5

0

5

10

123456789101112

TupicitéG.orange

-10

-5

0

5

10


It created a barplot of the T-statistics for a given product and a given attribute.

For exemple the attribute “Pulpous” is good to discriminate products (high bars) whereas “Odor intensity” has little bars, the 12 products are not very different regarding this attribute. 

When a bar is in the upper half, the product has a high value for this attribute.

Finally, the decat function is a good tool to characterize some products, as one product also as a member of a group of products to compare. 
R code for Panel Performance :
res2=panelperf(jus0506, firstvar = 9, formul = "~produit*numero_juge*seance-produit:numero_juge:seance")

coltable(magicsort(res2$p.value, sort.mat = res2$p.value[,1], bycol = FALSE,

method = "median"), main.title = "Panel performance (sorted by product P-value)"
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The paneplperf function allows the creation of this frame, in which we can see the significance of the different effects and interactions witch are tested in the model, like “produit” (product), “séance” (session) or “juge” (panelist). 
A significant effect (<0.05) will appear in pink.

All the attributes are significant to discriminate the products except the “O.intensité” (intensity's smell).
On the contrary, the “seance” effect (session) has no impact on the attributes except for intensite-couleur (color intensity). We can imagine that the luminosity was different from a session to the other one.

Conclusion on the unidimentionnal analysis.

To conclude, we can say that with the unidimensionnal analysis it’s possible to see that there are two big groups of products, the “sweet” and the “hard”. Each group is characterized by opposed attributes. 

The product number 12 seems to be very different from the others, because it has a lot of attributes that are significant.

On the contrary, the product number 7, 6 and 8 are not very characterized by those attributes.

III  Multidimentionnal analysis

R code for the panellipse method

res <- panellipse(jus0506, col.p = 7, col.j = 3, firstvar = 9)

coltable(res$hotelling, main.title = "P-values for the Hotelling's T2 tests")

The panellipse function makes a PCA on the table with the mean of the scores per product and per attribute of the data and it gives the following factorial design.

Each color represents a product. The square is the mean point, and the other points represent the products viewed by each panelist. 
The product perception by each panelist was different. It seems that there is no real difference between some products. So it could be useful to draw confidence ellipses.    
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Those ellipses were made by the panellipse function, in this way:
*The SensoMineR method panellips creates a virtual panel by random drawing from the original panel. 

*The gravity center of the panel perception of products is added on the design as a supplementary element.

*Another panel is drawn, and this is done 500 times.

The 95% closest points of the gravity center of the representation of the original panel are kept and this draws the ellipse.

Thanks to these ellipses we can see that the 12th product is well discriminated. The fist axis splits the products number 12 from the others.  

The products number 5, 6, 7, 8, 9 and 10 are closed to the origin of the design. This means that those products are not well discriminated by those attributes.

The second axis opposes the products 2 and 4. We can’t say just with this design if they are well discriminated from the others, because ellipses are intersected, but they are not very overlap. To find it out, the panellipse method does the Hotelling’s T2 tests.
Those results confirm what we saw in the unidimensionnal analysis. It gives almost the same information on which product is well discriminated that the frame “adjusted mean”, but it is more clear to read. 
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In each box we can find the p-value of the test between the two products. If the test is significant the box is colored in pink. 

So we can see that products 2 is well discriminated from all the other juices.
While the product number 4 is not well discriminated from 9 whereas it is well discriminated from the others.

Those results are more clear than the ones we get in the unidimensional analysis (in order to compare products), because all tests are in a synthetic frame.

In the same way we can represent the variability around the variables in the PCA made with virtual panels.
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A variable is well represented when the arrow is long enough to nearly reach the circle. When all the points (witches are the ones that were used to draw the ellipses) are closed from each other, it means that there is a consensus for the attribute (example: the pulpous).

On the contrary, when the points are scattered, that means that there is a huge variability in the perception of the products by attributes.

The product number 12 is characterized by a high bitterness and attack intensity, and a low pulpous, sweetie, global appreciation … Product number 2 and 4 are opposed on the color intensity.

Those results are the same than the ones we get in the unidimensional analysis (in order to characterize products by attributes). But the multidimensionnal analysis is more global.
Conclusion: 


To conclude, we have seen that the multidimensional and the unidimentional analyses are quite complementary. In fact we can notice that thanks to the multidimensional analysis it’s easier to see quickly which products are significantly different from the others and to see with a global vision why. But in order to see more specifically which criterion makes this product is special the unidimensional analysis is more adapted. 
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