AFMH and PCA based on a sorted napping

The aim of this study is to present a way of analyzing data coming from a sorted napping. This method consists in asking the panelists to group the products of interest according to their resemblances, so by the characteristics that each panelist finds the most important. Then, they are asked to provide a tablecloth by placing the products that have been gathered. Thus, two close products on the tablecloth will be more similar according to the panelist than two remote products. Furthermore, the panelists are asked to characterize each group by words they find the most appropriate, but it is not compulsory; otherwise, each group is characterized by a figure.
For each panelist, there are three columns: the first two are for the coordinates of each product on the tablecloth, and the third one takes the words associated with the group the product belongs to. The shape of the dataset is shown below: 
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The products of interest are eight smoothies coming from four different brands: Carrefour, Casino, Immedia, and Innocent. For each brand, two products having different tastes are tested. The tastes are given by their initials (in French): ABC for Pineapple, Banana and Coconut; FFM for Strawberry, Raspberry and Blueberry; FB for Strawberry and Banana; MP for Mango and Passion fruit.
Three sessions are performed: on the first one, the panelists didn’t know anything about what they were drinking, on the second one they knew the composition (the brand) of the smoothies, and on the third one they knew both the brand and the composition. The final dataset is consequently a juxtaposition of three tables like the one above. We will see afterward how to analyze such a table.
Further data are also available about these eight products: physico-chemical data and marks given by the panelists for each product according to various sensory characteristics.

In the first part, we will present how to perform a Hierarchical Multiple Factor Analysis and analyze the corresponding results. Then, we will study how to use the supplementary data in order to help the interpretation of the HMFA, by performing Principal Components Analysis.
I. Hierarchical multiple Factor Analysis (HMFA)
Objectives

The main objective is to be able to characterize the resemblances between products, according to their position on the different tablecloths. Therefore, the analysis should give a representation of the individuals’ cloud. It would also be interesting to analyze the different perceptions of the products between each session, so to have a representation of each product for the three sessions. 

Moreover, according to the dataset, there are different groups of variables: a panelist can be considered as a group, as he merges three variables together (the two coordinates plus the words associated); a session and all the corresponding variables can also be considered as a group.

Finally, the HMFA seems to be the best method to answer to these objectives.

Method

For this HMFA, we have decided here to set a first level with the panelists to give the same importance in the construction of the principal components to each of them. Then, another level of equilibrium is set, with the sessions so that every session has the same importance the others. 
Only the coordinates are used in this analysis, the associate words will be studied in the second part. Furthermore, the HMFA will be done without standardization, since it is mandatory not to attach the same importance to each variable according to their variance. Indeed, we want to analyze here the differences in the use of each .
The HMFA is done by using, in R : 
hierar<- list(c(rep(2,72),rep(24,3)))
The first group gets the whole dataset divided by steps of 2 columns (X and Y of every panelists), and the second gets these entities 24 by 24, so session by session.

Then, in R : 

res.hmfa <- HMFA(nap2, H = hierar, type=c(rep("c",72)))
 We obtain 5 graphs, but we will focus here on four of them, as the first one clearly is too complicated to interpret as we have here lots of panelists (24*3).
Results Analysis
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We can observe on this graph that the products are well distributed along both first and second axis; they retrieve 62,47 % of the total inertia, which is great given the context and dataset. 

We obtain the Eigenvalues of the axes by executing :

res.hmfa$eig   




(as the results of the HMFA were stored in hmfa.res)

Here, the Eigenvalue of the first axis is 2,94 which is very impressive compared to its theoretical maximum, 3 (as the top hierarchical level is composed of 3 groups). This means that the HMFA has found a common dimension of variability between all groups; here the first axis of the HMFA is almost the first axis of the PCA of every group.

We notice that the plane is separate in 4 parts: one for each flavor whatever the brand is.

So, we can observe that:

- the first axis separates the smoothie with banana flavor from those which don’t have it.

- the second one separates the smoothie with strawberry flavor from those that don’t have it.

The first axis could also be interpreted as the banana flavor and the second as the strawberry or berry flavor in general.
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First of all, we can notice that there are differences of judgment between the three sessions, but the products are most of the time well separated. Nevertheless, the third session tends to separate better the products than two first sessions, along both axis 1 and 2, as its partial points are directed to the extremities.  
[image: image8.wmf]-1.0

-0.5

0.0

0.5

1.0

-1.0

-0.5

0.0

0.5

1.0

Correlation circle

Dim 1 (44.83 %)

Dim 2 (17.64 %)

X1

Y1

X2

Y2

X3

Y3

X4

Y4

X5

Y5

X6

Y6

X7

Y7

X8

Y8

X9

Y9

X10

Y10

X11

Y11

X12

Y12

X13

Y13

X14

Y14

X15

Y15

X16

Y16

X17

Y17

X18

Y18

X19

Y19

X20

Y20

X21

Y21

X22

Y22

X23

Y23

X24

Y24

X1.1

Y1.1

X2.1

Y2.1

X3.1

Y3.1

X4.1

Y4.1

X5.1

Y5.1

X6.1

Y6.1

X7.1

Y7.1

X8.1

Y8.1

X9.1

Y9.1

X10.1

Y10.1

X11.1

Y11.1

X12.1

Y12.1

X13.1

Y13.1

X14.1

Y14.1

X15.1

Y15.1

X16.1

Y16.1

X17.1

Y17.1

X18.1

Y18.1

X19.1

Y19.1

X20.1

Y20.1

X21.1

Y21.1

X22.1

Y22.1

X23.1

Y23.1

X24.1

Y24.1

X1.2

Y1.2

X2.2

Y2.2

X3.2

Y3.2

X4.2

Y4.2

X5.2

Y5.2

X6.2

Y6.2

X7.2

Y7.2

X8.2

Y8.2

X9.2

Y9.2

X10.2

Y10.2

X11.2

Y11.2

X12.2

Y12.2

X13.2

Y13.2

X14.2

Y14.2

X15.2

Y15.2

X16.2

Y16.2

X17.2

Y17.2

X18.2

Y18.2

X19.2

Y19.2

X20.2

Y20.2

X21.2

Y21.2

X22.2

Y22.2

X23.2

Y23.2

X24.2

Y24.2


On this graph, every panelist has 6 arrows: 2 for each session (X and Y). Mainly, the X of the panelists are situated along the first axis and the Y are along the second one, which is awaited. But we also observe panelists which have their X with the Y of the other panelists and conversely. This means that the principal dimension of variability they found was considered as the second dimension of variability of most panelists.
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Graph 4 helps us understanding how every group is represented on the axis. 
L1.G1 to L1.G79 are the 79 groups composed of one panelist while L2.G1 to G3 represent the 3 groups, one being for each session.

Here, we can first observe that the groups which represent the sessions (L2.G1 for session 1, L2.G2 for session 2 and L2.G3 for session 3) have almost exactly the same coordinate on the first axis, so the difference between them can only be made by using the second axis, so the gradient of berries.
It seems interesting to look now a bit further the analysis by comparing the representation of a panelist (by his tablecloth) especially with the global representation. This may be useful if we want to focus on a special panelist if we have doubts about its performances or if a panelist wants to know how he’s positioned compared to the mean representation.
In order to do so, let’s have a look at the function pmfa of SensoMineR :

facto=res.hmfa$ind$coord[,1:2]
(to get the coordinates of the products on the first two axes)
pmfa(nap2[1:10], mean.conf=facto)
(to get the personnal representations of the panelists N°1 to 5)

We show here how to do it with only 5 panelists as an example. But we could do it for every one of them or just for a specific one. So, we obtain thus 5 individual representations, one by panelist, and the corresponding RV coefficient.

	Panelist
	RV coeff

	Y1
	0.5403400

	Y2
	0.2746136

	Y3
	0.5686878

	Y4
	0.2322126

	Y5
	0.6768238


Here, we have:
So the panelist 5 is the one, among these, which is the closest to the mean representation; oppositely the panelist 4 has found a representation quite different from the other panelists, as we can see on these graphs:
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 Graph 5 – Representation for Panelist 5
                  Graph 6 – Representation of Panelist 4
The mean representation is in black, the individual representation being in green. We can clearly see here that the panelist 5’s representation is close to the mean one while the panelist 4 only used one dimension of variability, which is why his representation is different from the mean one.
II. Principal Components Analysis with supplementary data
Objectives: 

To be able to sharpen the HMFA axes’ interpretation and so the relative position and the gathering of the products on the average tablecloth, we will consider other characteristics:

- marks given by 24 panelists about 9 sensorial characteristics
- phisico-chemica ldata about the products (12 variables like various sugar and fatty acid concentrations)

- words associated with the products during the categorized napping

Method:

 We will perform a PCA without standardization of the two first axes of the HMFA, that is to say the two axes which summarize and synthesize the best the coordinates suggested by the panelists’ tablecloths. The non-standardization is justified like it has been done for the HMFA.
Then we will project the characteristics above-described as supplementary variables.

To perform the PCA, using the two first factors of the HMFA in R, the following command is used:

- factor=data.frame(res.hmfa$ind$coord[,1:2])


 to recuperate the coordinates of the HMFA axes and to transform them to a data frame:    
-.pca <- PCA(factor, scale.unit=FALSE, quanti.sup = 3:11)
 to perform the PCA     
Results Analysis
· PCA with sensorial characteristics as supplementary variables

The first plan represents 100% of the total inertia. This is perfectly normal as we only use the two first factors of the HMFA as the only active variables.

The coordinate of the product along the first axis could also be interpreted by the consistency of the smoothie and the acidity of it. This interpretation would be in agreement with the interpretation of “banana” for the first axis. Indeed, banana is effectively a relatively consistent fruit compared to the other ones and relatively less acid.

The smoothies which have mango and passion fruit flavors would be characterized by their gustatory intensity whereas the strawberry and banana ones would have a less marked smell.

The ABC products would be gathered because they would be perceived as being the sweetest smoothies and the FFM products the least sweet products.

We can also strengthen the interpretation of the position of the partial products according to the same characteristics as supplementary variables.



By knowing the products’ brand and ingredients, the FFM smoothies of both brands (Casino and Immedia) seem then less acid whereas the ABC products get closer to the “sucrée“ ( sweet) variable. During this session panelists knew the ingredients and so the amount of sugar in each smoothie: they have characterized more efficiency the products according to this variable and gathered those which have approximately the same amount.

· PCA with the phisico-chemicaldata as supplementary variables
We can notice on graph 9 that ABC smoothies seem to be gathered not only because they have the same flavor but also because they have a high concentration of saturated fatty acids (the “AG saturés” variable).
These types of fatty acids are essentially found in animal fat (like milk, cheese, meat…) and in coconut milk. This is totally suitable with the gathering of products having a coconut flavor.

On the contrary the second axis, and so the FFM smoothies, are characterized by the amount of the linoleic fatty acid (the “X.AG.C.18.2.n.6” variable). It is an essential fatty acid, which can be identified on the composition given during the third session. 
We have seen (page 4 & 5) that the difference between the sessions can only be made by using the second axis. So when panelists knew the composition of the smoothies they have differentiated them by the importance of something which they think important, that is to say the amount of an essential fatty acid
We can find the confirmation of certain interpretations like the acid one: indeed the acid variable can be seen here by the pH variable which follows the axis 1. So the product which has a high coordinate along the first axis has a high pH and has also been perceived a bit acidic by the panelists.


· PCA with the words of the napping as supplementary variables

We obtain the confirmation that the smoothies are above all gathered because of their flavor. Indeed the most frequent words are relative to a flavor: we can see “banana”, “coco” or “ananas”…

We can also notice that words relative to the smoothies’ texture are also important for a panelist to select and place them on the tablecloth.

CONCLUSION

The HMFA and the different PCAs have shown that the products are above all placed according to the most important or characteristic aspect: 

-when panelists don’t know anything about the product they use the special flavor or the characteristic texture of each smoothie to separate them. This could explain why smoothies of the same flavor are close on the average tablecloth, their brand not having been taken into account.

-when panelists know the ingredients they gathered them according to something that has stroke them, like the important amount of sugar or the fatty acid presence. But they still attached a great importance to the first stroke thing (the flavor or the texture). This could explain why smoothies of the same flavor stay always together in all sessions.

This HMFA and the various supplementary variables have shown what is used by a panelist to discriminate the products.
Graph 1 – Representation of the individuals’ cloud (third graph of the analysis)








Graph 2 – Superimposed representation     of the partial clouds (second graph of the analysis)





Graph 3 – Correlation circle (fourth graph of the analysis)








Graph 4 – Groups Representation (fifth graph of the analysis)








Graph 7 – Representation of the sensorial characteristics as supplementary variables








Graph 8 – Graphic superimposing the PCA map and the representation of the partial clouds of the HMFA











Graph 9 – Representation of the physico-chemical data as supplementary variables








Graph 10 – Representation of the words as supplementary variables











